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Work-conserving full-OS resource isolation

The Goal of resource control



What does that mean?

• Work-conserving:
• Don’t keep machine idle if there’s work to do

• Full-OS:
• Transparent
• Keep doing what you’ve been doing and overlay isolation
• No need for direct IO, hard-allocate mem, separate FS







The components

• rd-hashd: Latency sensitive main workload
• Sysloads: Possibly misbehaving secondary workloads
• Sideloads: Secondary workloads running under sideloader
• rd-agent: System and experiment management
• resctl-demo: TUI for doc, monitoring and contol





Protection



• Web server is running full-tilt
• A management job running from chef has a new bug 

leaking memory.
• Can we survive if the same behavior happens across the 

fleet at the same time?

Scenario













• cpu.weight, memory.low and io.weight configured
• oomd on watch

Same scenario with protection













Sideloading



• Machines can’t be utilized fully for reasons such as 
scheduling inefficiency and DR buffer
• Maybe simply a generalized case of protection?

What’s sideloading?







• Scheduling inefficiencies
• CPU sub-resource contention. The same instructions take 

longer to execute as CPU gets saturated.
• Sideloader regulates cpu.max to maintain sufficient CPU 

headroom.

Why the latency deterioration?









• Matching resource behavior of production workload
• resctl-bench: Whole system benchmarks for tuning, 

resource control evaluations and verifications

Under active development



https://facebookmicrosites.github.io/resctl-demo-website

https://facebookmicrosites.github.io/resctl-demo-website



